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ROUTE INFORMATION RELAY METHOD
AND WIRELESS TERMINAL

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of International Appli-
cation No. PCT/JP2009/058024, filed on Apr. 22, 2009 which
claims the benefit of priority from Japanese Patent Applica-
tion No. 2008-111777, filed on Apr. 22, 2008, the entire
contents of which are incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to a route
information relay method and a wireless terminal.

BACKGROUND

In recent years, study of an ad hoc network in which wire-
less terminals are connected to each other in an autonomous
and distributed manner progresses. In the ad hoc network, no
access point is installed, and each wireless terminal relays a
packet received from another wireless terminal (adjacent
wireless terminal) connected to the wireless terminal to the
adjacent wireless terminal on the basis of route information,
and thus routes are formed.

In the ad hoc network, the network environment often
changes as a radio field strength changes or a wireless termi-
nal moves. Therefore, each wireless terminal connected to the
ad hoc network performs route control before communicating
with another wireless terminal.

For example, a case in which the route control is performed
by a routing table method will be described. A wireless ter-
minal newly connected to the ad hoc network broadcasts
presence information indicating that the terminal is present
on the network to the adjacent terminals. Then the adjacent
terminals generate route information based on the presence
information and broadcast the generated route information to
the next adjacent terminals.

For example, each wireless terminal measures route qual-
ity between the terminal and the adjacent terminals, and when
the terminal relays route information, the terminal relays the
route information only to adjacent terminals connected to the
terminal via a high-quality route (for example, Japanese Laid-
open Patent Publication No. 2003-152786). For example,
each wireless terminal broadcasts route information specify-
ing a quality criterion to the adjacent terminals, and when the
route quality does not satisfy the quality criterion, the adja-
cent terminals do not relay the route information (for
example, Japanese Laid-open Patent Publication No. 2007-
129542).

However, in the conventional techniques described above,
the larger the number of wireless terminals connected to the
ad hoc network is, the larger the amount of communication to
control the route, so that there is a problem that the burden is
placed on the network. As described above, each wireless
terminal connected to the ad hoc network broadcasts route
information to the adjacent terminals and receives response
information. Therefore, as the number of the wireless termi-
nals connected to the ad hoc network increases, the number of
route information items and response information items
increases exponentially, and thus the amount of communica-
tion to control the route increases.

SUMMARY

According to an aspect of an embodiment of the invention,
a wireless terminal includes a route information receiving
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unit that receives route information indicating a route through
which the packet is transmitted to a destination wireless ter-
minal, from another wireless terminal connected to the wire-
less terminal; a quality information obtaining unit that obtains
quality information indicating quality of a route indicated by
the route information with respect to the route information
received by the route information receiving unit; a determi-
nation unit that determines, at a predetermined frequency,
whether a plurality of route information items whose packet
destination wireless terminals are the same are received with
respect to the route information received by the route infor-
mation receiving unit; a selecting unit that, when it is deter-
mined that a plurality of route information items whose
packet destination wireless terminals are the same are
received as a result of the determination by the determination
unit, compares the quality information items obtained by the
quality information obtaining unit for the plurality ofreceived
route information items, and selects a route information item
corresponding to a quality information item indicating a high-
est quality as a comparison result; and a relay unit that relays
the route information selected by the selecting unit to still
another wireless terminal connected to the wireless terminal.

The object and advantages of the embodiment will be
realized and attained by means of the elements and combina-
tions particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the embodi-
ment, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIGS. 1A to 1C are diagrams for explaining a basic prin-
ciple of a route information relay method according to a first
embodiment;

FIG. 2 is adiagram illustrating an entire configuration of an
ad hoc network according to the first embodiment;

FIG. 3 is a block diagram illustrating a configuration of a
node according to the first embodiment;

FIG. 4 is a diagram for explaining a routing table according
to the first embodiment;

FIG. 5 is a diagram for explaining a link table according to
the first embodiment;

FIG. 6 is a diagram for explaining a concept of link weight;

FIG. 7 is a diagram for explaining a period table according
to the first embodiment;

FIG. 8 is a diagram for explaining a processing procedure
(as a whole) of a node according to the first embodiment;

FIG. 9 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 10 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 11 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 12 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 13 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 14 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 15 is a diagram for explaining a table update example
according to the first embodiment;

FIG. 16 is a flowchart illustrating a link table update pro-
cessing according to the first embodiment;

FIG. 17A is a flowchart illustrating a routing table update
processing according to the first embodiment;
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FIG. 17B is a flowchart illustrating the routing table update
processing according to the first embodiment;

FIG. 18 is a flowchart illustrating evaluation value calcu-
lation processing according to the first embodiment;

FIG. 19 is a flowchart illustrating transmission processing
according to the first embodiment;

FIG. 20 is a diagram for explaining an effect of the first
embodiment;

FIG. 21 is a diagram for explaining a routing table accord-
ing to a second embodiment;

FIG. 22 is a flowchart illustrating transmission processing
according to the second embodiment;

FIG. 23 is a block diagram illustrating a configuration of a
node according to a third embodiment;

FIG. 24 is a diagram for explaining a data management
table according to the third embodiment;

FIG. 25 is a diagram for explaining a routing table accord-
ing to the third embodiment;

FIG. 26 is a diagram for explaining a processing procedure
(as awhole) of'a node according to the third embodiment; and

FIG. 27 is a flowchart illustrating data management table
update processing according to the third embodiment.

DESCRIPTION OF EMBODIMENTS

Preferred embodiments of the present invention will be
explained with reference to accompanying drawings. In the
description below, first a basic principle of the route informa-
tion relay method according to a first embodiment will be
described, and next, an entire configuration of an ad hoc
network according to the first embodiment, a configuration of
a wireless terminal (hereinafter referred to as “node”), pro-
cessing procedure, and an effect of the first embodiment will
be described. Thereafter, a second embodiment and a third
embodiment will be described.

[a] First Embodiment

Basic Principle of Route Information Relay Method

First, the basic principle of the route information relay
method according to a first embodiment will be described
with reference to FIGS. 1A to 1C. FIGS. 1A to 1C are dia-
grams for explaining the basic principle of the route informa-
tion relay method according to the first embodiment. For
convenience of explanation, FIGS. 1A to 1C illustrate only a
part of the ad hoc network according to the first embodiment.

Each node illustrated in FIGS. 1A to 1C transmits/receives
a packet to/from a node other than adjacent nodes intercon-
nected to the node by a multi-hop method. The nodes
exchange route information in accordance with a route search
protocol. At this time, each node uses a control packet called
“HELLO packet”. Asillustrated in FIGS. 1A to 1C, inthe first
embodiment, the node “x” is a gateway node, and the node
“y” is a node connected to an external network.

First, as illustrated in FIG. 1A, the node “a” newly connects
to the ad hoc network, and transmits presence information
indicating that the node “a” is present on the network to each
of the adjacent node “d” and the adjacent node “e”. Here, as
illustrated in FIG. 1A, between the node “a” and the node “x”
there are a route <node “x” to node “d” to node “a”> and a
route <node “x” to node “f’ to node “e” to node “a”>

The presence information transmltted from the node “a” is
received by the adjacent node “d”. Next, the adjacent node
“d” generates route information based on the received pres-
ence information and relays the generated route information
to the adjacent node “x”. Then, as illustrated in FIG. 1B, the
node “x” receives the route information. The route informa-

g

10

20

25

30

35

40

45

4

tion indicates a correspondence relationship between a packet
destination node and a packet relay node. For example, the
route information includes content of <node “x” to node “d”
to node “a”> (correspondence relationship between the
packet destination node “a” and the packet relay node “d”).

Each node according to the first embodiment obtains qual-
ity information indicating route quality with respect to the
received route information. For example, as illustrated in
FIG. 1B, the node “x” obtains quality information “high”
indicating the quality of route <node “x” to node “d” to node
“a’>.

In this situation, a node of a conventional technique trans-
mits the received route information to adjacent nodes every
time the node receives the route information. Specifically, a
node “x” of a conventional technique transmits the received
route 1nf0rmati0n <node “x” to node “d” to node “a”> to the
node “v” every time the node receives the route informa-
tion. However, each node according to the first embodiment
does not transmit the received route information to adjacent
nodes every time the node receives the route information.

Each node according to the first embodiment determines
whether a plurality of route information items whose packet
destination nodes are the same are received at a predeter-
mined frequency.

The presence information transmitted from the node “a” is
received by the adjacent node “d”, and also received by the
adjacent node “e”. The node “e” generates route information
based on the presence information and relays the generated
route information to the next adjacent node “f’. Then, the
node “f” further relays the route information to the next
adjacent node “x”. Then, as illustrated in FIG. 1C, the node
“x” receives the route information. For example, the node “x
receives the route information including content of <node “x
to node “f” to node “e” to node “a”> (correspondence rela-
tionship between the packet destlnatlon node “a” and the
packet relay node “f”). Also, for example, the node “x”
obtains quality information “low” indicating the quality of
route <node “x” to node “” to node “e” to node “a”>. There-
fore, as a result determined at a predetermined frequency, the
node “x” determines that a plurality of route information
items Whose destination nodes are the same are received.

Each node according to the first embodiment compares
quality information items of the plurality of received route
information items, and as a comparison result, selects a route
information item corresponding to a quality information item
indicating the highest quality.

For example, the node “x”
items of the route 1nf0rmat10n <node “x
“a”> and the route information <node “x” to node “f”’ to node
tonode “a”>. As a comparison result, the node “x” selects
the route information <node “x” to node “d” to node “a”>
corresponding to quality informatlon “high” (refer to a dotted
line in FIG. 1C).

Each node according to the first embodiment relays the
selected route information to nodes that are connected to the
node and are other than the transmission source of the route
information. For example, as illustrated in FIG. 1C, the node
“x” relays the selected route information <node to node
“d” to node “a”> to the node “v”

In this way, each node accordlng to the first embodiment
can reduce the amount of communication to control the route.

Each node of a conventional technique transmits the
received route information to adjacent nodes every time the
node receives the route information. As a result, each node
has to transmit the route information a plurality of times, and
a control header portion is added to each HELLO packet, so
that overhead increases because a transmission waiting time

[Taxt)
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is required for each HELLO packet. Further, when the num-
ber of transmitted route information items increases, the fre-
quency of collisions increases, and thus the number of
retransmissions of the route information increases. There-
fore, if a conventional technique is applied to a large scale ad
hoc network, a flooding due to excessive packets occurs, and
also itis difficult to create a routing table for searching a route.

On the other hand, each node according to the first embodi-
ment does not necessarily transmit the received route infor-
mation to adjacent nodes every time the node receives the
route information. Each node determines whether a plurality
of route information items whose packet destination nodes
are the same are received at a predetermined frequency, com-
pares quality information items, and selects a route informa-
tion item corresponding to a quality information item indi-
cating the highest quality. Then, each node relays only the
selected route information to adjacent nodes. As a result, each
node can reduce the number of transmission times of the route
information, and also reduce the overhead. Further, when the
number of transmitted route information items decreases, the
frequency of collisions decreases, and thus the number of
retransmissions of the route information decreases. There-
fore, even when the technique of the first embodiment is
applied to a large scale ad hoc network, a flooding due to
excessive packets does not occur, and it is not difficult to
create a routing table for searching a route.

Entire Configuration of Ad Hoc Network and Configura-
tion of Node according to First Embodiment

Next, an entire configuration of the ad hoc network and a
configuration of a node according to the first embodiment will
be described with reference to FIGS. 2 to 15.

FIG. 2 is a diagram illustrating the entire configuration of
the ad hoc network according to the first embodiment. As
illustrated in FIG. 2, in the first embodiment, the node “x” is
the gateway node, and the node “v” and the node “z” are nodes
connected to an external network. In the first embodiment, it
is assumed that the node “a” newly connects to the ad hoc
network and transmits presence information indicating that
the node “a” is present on the network to each of the adjacent
node “d” and the adjacent node “e¢”, and only a portion related
to the assumption will be extracted and described.

FIG. 3 is a block diagram illustrating a configuration of a
node according to the first embodiment. As illustrated in FI1G.
3, anode 10 in the first embodiment includes, in particular, a
communication unit 11, a storage unit 20, and a control unit
30. The communication unit 11 includes a wirelessly com-
municable wireless module, an antenna, and the like.

The storage unit 20 stores data used by the control unit 30
to perform various processing, and includes, in particular, a
routing table 21, a link table 22, a period table 23, and a work
table 24.

The routing table 21 stores route information. The route
information indicates a route to transmit a packet to a desti-
nation wireless terminal. In other words, the route informa-
tion indicates a correspondence relationship between a packet
destination node and a packet relay node. The routing table 21
also stores a correspondence relationship between the route
information and quality information indicating quality of a
route indicated by the route information.

Specifically, if a HELLO packet is received by a route
information receiving unit 31 described below, the routing
table 21 is updated by a routing table update unit 33 described
below, so that the routing table 21 stores the route informa-
tion. The route information stored by the routing table 21 is
used for processing performed by a route information trans-
mitting unit 34 described below and processing by a packet
transmitting/receiving unit 35 described below.
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For example, the routing table 21 stores route information
as illustrated in FIG. 4. FIG. 4 is a diagram for explaining the
routing table according to the first embodiment. FIG. 4 illus-
trates the routing table 21 of the node “x”.

The routing table 21 illustrated in FIG. 4 associates a
destination node (“destination”) that is a destination of a
packet with an adjacent node (“adjacent”) that is connected to
a packet source node and is one of nodes relaying the packet,
and stores the associated destination node and adjacent node.
The routing table 21 illustrated in FIG. 4 also associates a
destination node with an evaluation value (“evaluation
value”) indicating quality of a route by which a packet is
transmitted/received to/from the destination node, and stores
the associated destination node and evaluation value. As illus-
trated in FIG. 4, the evaluation value is a value calculated
from a route weight (“route weight”) indicating quality of a
route between a destination node and an adjacent node, a link
weight (“link weight”) indicating quality of a link between an
adjacent node and the source node, or the like. The calculation
method of the evaluation value will be described in detail
below in a description of a procedure of routing table update
processing.

A specific example will be described. The routing table 21
stores route information of'a destination node “d”, an adjacent
node “d”, and an evaluation value “50”. That is, when a packet
is transmitted to the node “d” as the destination, the routing
table 21 stores information indicating that there is a route to
transmit the packet in the adjacent node “d” and the quality of
the route is the evaluation value “50”. The routing table 21
also stores route information of a destination node “e”, an
adjacent node “f”, and an evaluation value “55”. That is, when
a packet is transmitted to the node “e” as the destination, the
routing table 21 stores information indicating that there is a
route to transmit the packet in the adjacent node “f” and the
quality of the route is the evaluation value “55”.

In addition, the routing table 21 illustrated in FIG. 4 also
associates a destination node with priority of route informa-
tion (“priority”) and a transmission flag (“transmission flag”™)
indicating whether the route information is transmitted, and
stores the associated destination node, priority, and transmis-
sion flag. The priority of route information and the transmis-
sion flag will be described in detail below in a description of
transmission processing.

The link table 22 stores link information. The link infor-
mation indicates a quality evaluation value of a link between
the source node and an adjacent node.

Specifically, if a HELLO packet is received by the route
information receiving unit 31 described below, the link table
22 is updated by a link table update unit 32 described below,
so that the link table 22 stores the link information. The link
information stored by the link table 22 is used for processing
performed by the routing table update unit 33 described
below.

For example, the link table 22 stores link information as
illustrated in FIG. 5. FIG. 5 is a diagram for explaining the
link table according to the first embodiment. FIG. 5 illustrates
the link table 22 of the node “x”.

Thelink table 22 illustrated in FIG. 5 associates an adjacent
node (“adjacent”), an outward route evaluation value (“out-
ward route evaluation value”) that is a quality evaluation
value of the outward route, a homeward route evaluation
value (“homeward route evaluation value”) that is a quality
evaluation value of the homeward route, and a link weight
(“link weight”) with each other, and stores them. The outward
route evaluation value is a quality evaluation value of the
outward route as seen from the adjacent node, and the home-
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ward route evaluation value is a quality evaluation value of the
homeward route as seen from the adjacent node.

A specific example will be described. The link table 22
stores link information of an adjacent node “d”, an outward
route evaluation value “30”, a homeward route evaluation
value “20”, and a link weight “50”. In other words, the link
table 22 stores information indicating that, in the link con-
nected to the adjacent node “d”, the outward route quality as
seen from the adjacent node “d” is the outward route evalu-
ation value “30” and the homeward route quality as seen from
the adjacent node “d” is the homeward route evaluation value
“20”. The link table 22 also stores information indicating that
the link connected to the adjacent node “d”” has the link weight
“507.

Here, concepts of the outward route evaluation value, the
homeward route evaluation value, and the link weight will be
described with reference to FIG. 6. FIG. 6 is a diagram for
explaining the concept of the link weight. Every time each
node 10 according to the first embodiment transmits/receives
a HELLO packet to/from an adjacent node, the node 10
evaluates quality of the link between the node 10 and the
adjacent node, and stores the quality in the link table 22 as the
latest information.

The link between the node “a” and the node “d” will be
described as an example. First, as illustrated in FIG. 6, the
node “a” evaluates the quality of the outward route as seen
from the node “d” by evaluating the HELLO packet received
from the node “d”, and calculates an outward route evaluation
value “wd”. On the other hand, the node “a” cannot evaluate
the quality of the homeward route as seen from the node “d”.
Therefore, as illustrated in FIG. 6, in the link table of the node
“a”, only the outward route evaluation value “wd” is stored,
and the homeward route evaluation value is “null” (no infor-
mation is stored).

Similarly, the node “d” evaluates the quality of the outward
route as seen from the node “a” by evaluating the HELLO
packet received from the node “a”, and calculates an outward
route evaluation value “wa”. On the other hand, the node “d”
cannot evaluate the quality of the homeward route as seen
from the node “a”. Therefore, as illustrated in FIG. 6, in the
link table of the node “d”, only the outward route evaluation
value “wa” is stored, and the homeward route evaluation
value is “null”.

Here, as illustrated in FIG. 6, the outward route as seen
from the node “d” is the homeward route as seen from the
node “a”, and the outward route as seen from the node “a” is
the homeward route as seen from the node “d”. Therefore, the
outward route evaluation value “wd” calculated by the node
“a” is a value that should be stored in the link table ofthe node
“d” as the homeward route evaluation value, and the outward
route evaluation value “wa” calculated by the node “d” is a
value that should be stored in the link table of the node “a” as
the homeward route evaluation value. Therefore, when trans-
mitting the HELLO packet, the node “a” notifies the node “d”
of the outward route evaluation value “wd”, and the node “d”
notifies the node “a” of the outward route evaluation value
“wa”.

Then, as illustrated in FIG. 6, in the link table of the node
“a”, the homeward route evaluation value of ““wa” is stored in
addition to the outward route evaluation value “wd”, and in
the link table of the node “d”, the homeward route evaluation
value of “wd” is stored in addition to the outward route
evaluation value “wa”. In the first embodiment, the link
weight indicating the quality of the link is a value in which the
outward route evaluation value and the homeward route
evaluation value are added together. Therefore, as illustrated
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8
in FIG. 6, the link weight “W” of the node “a” is “wd+wa” and
the link weight “W” of the node “d” is “wa+wd”.

In FIG. 6, it is described that the exchange of the outward
route evaluation value and the homeward route evaluation
value between the node “a” and the node “d” are performed at
the same time. However, as described above, every time each
node 10 according to the first embodiment transmits/receives
a HELLO packet to/from an adjacent node, the node 10
evaluates the quality of the link between the node 10 and the
adjacent node, and stores the quality in the link table 22 as the
latest information. Therefore, the exchange of the outward
route evaluation value and the homeward route evaluation
value are not necessarily performed at the same time. There
may be a case in which only the outward route evaluation
value is stored in the link table 22 as the latest information,
and the link weight is updated on the basis of the latest
outward route evaluation value, but the homeward route
evaluation value is not the latest information.

The period table 23 stores period information. The period
information indicates periods between packets received from
an adjacent node. Specifically, if a HELLO packet is received
by the route information receiving unit 31 described below,
the period table 23 is updated by the link table update unit 32
described below, so that the period table 23 stores the period
information. The period information stored by the period
table 23 is used for processing performed by the link table
update unit 32.

For example, the period table 23 stores period information
as illustrated in FIG. 7. FIG. 7 is a diagram for explaining the
period table according to the first embodiment. FIG. 7 illus-
trates the period table 23 of the node “x”.

The period table 23 illustrated in FIG. 7 associates an 1D
(“ID”) for identifying a packet, a period (“period”) between
received packets, and a time (“reception time”) when the
packet is received with each other for each adjacent node that
is the transmission source of the received packet, and stores
them.

A specific example will be described. The period table 23
stores period information of an ID “4”, a period “0:02”, and a
reception time “0:05” for a packet received from the adjacent
node “d”. In other words, the period table 23 stores informa-
tion indicating that the packet of the ID “4” is a packet
received at the time “0:05” and the period is “0:02” which is
adifference between the time “0:05” and the reception time of
a packet of ID “3” (<0:05”-“0:03").

The work table 24 has the same structure as that of the
routing table 21, and temporarily stores undetermined route
information before storing into the routing table 21. The work
table 24 will be described in detail below in a description of
link table update processing.

The control unit 30 controls the node 10 to perform various
processing, and includes, in particular, a route information
receiving unit 31, a link table update unit 32, a routing table
update unit 33, a route information transmitting unit 34, and
a packet transmitting/receiving unit 35. The control unit 30 is
performed on a memory included in the node 10.

The route information receiving unit 31 receives route
information from an adjacent node. Specifically, the route
information receiving unit 31 receives a HELLO packet from
an adjacent node. The route information receiving unit 31
transfers the received HELLO packet to the link table update
unit 32 and the routing table update unit 33.

The link table update unit 32 updates the link information
stored in the link table 22. Specifically, when a HELLO
packet is transferred from the route information receiving unit
31 tothe link table update unit 32, the link table update unit 32
updates the link information stored in the link table 22 on the
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basis of the transferred HELLO packet. When updating the
link information, the link table update unit 32 updates the
period information stored in the period table 23, and updates
the link information on the basis of the updated period infor-
mation. The processing performed by the link table update
unit 32 will be described in detail below in a description of
link table update processing.

The routing table update unit 33 updates the route infor-
mation stored in the routing table 21. Specifically, when a
HELLO packet is transferred from the route information
receiving unit 31 to the routing table update unit 33, the
routing table update unit 33 updates the route information
stored in the routing table 21 on the basis of the transferred
HELLO packet. The processing performed by the routing
table update unit 33 will be described in detail below in a
description of routing table update processing.

The route information transmitting unit 34 transmits the
route information to adjacent nodes other than the node that
transmits the route information. Specifically, the route infor-
mation transmitting unit 34 generates a HELLO packet from
the route information stored in the routing table 21 updated by
the routing table update unit 33, and transmits the generated
HELLO packet to adjacent nodes. The processing performed
by the route information transmitting unit 34 will be
described in detail below in a description of route information
transmission processing.

The packet transmitting/receiving unit 35 receives a packet
from an adjacent node. Specifically, when the packet trans-
mitting/receiving unit 35 receives a packet from an adjacent
node, the packet transmitting/receiving unit 35 determines
the destination of the received packet. The packet transmit-
ting/receiving unit 35 transmits a packet to adjacent nodes.
Specifically, the packet transmitting/receiving unit 35 trans-
mits the transferred packet on the basis of the route informa-
tion stored in the routing table 21.

Processing Procedure of Node According to First Embodi-
ment

Next, a processing procedure of a node according to the
first embodiment will be described with reference to FIGS. 8
to 19. First, the processing procedure (as a whole) of a node
according to the first embodiment will be described with
reference to FIG. 8. FIG. 8 is a diagram for explaining the
processing procedure (as a whole) of a node according to the
first embodiment. FIG. 8 illustrates the route information
receiving unit 31, the link table update unit 32, the routing
table update unit 33, the route information transmitting unit
34, and a clock by selecting from components included in the
node 10 according to the first embodiment.

As illustrated in FIG. 8, the node 10 according to the first
embodiment receives a HELLO packet at the route informa-
tion receiving unit 31. When the HELLO packet is received at
the route information receiving unit 31, as illustrated in FIG.
8, the link table update unit 32 updates the link table, and the
routing table update unit 33 updates the routing table. In other
words, when a HELLO packet is received, the update of the
link table and the update of the routing table are performed
subsequently.

The node 10 receives a HELLO packet from an adjacent
node, and the receiving timing of the HELLO packet is not
controlled by the node 10. Therefore, as illustrated in FIG. 8,
when the node 10 according to the first embodiment receives
a HELLO packet again at the route information receiving unit
31, the link table update unit 32 updates the link table, and the
routing table update unit 33 updates the routing table.

The node 10 according to the first embodiment includes a
clock to measure a predetermined period, and for every pre-
determined period measured by the clock (for every clock
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event), the route information transmitting unit 34 generates a
HELLO packet from the route information stored in the rout-
ing table 21, and transmits the HELLO packet.

Next, a general operation of a table update example accord-
ing to the first embodiment will be described with reference to
FIGS. 9 and 10. FIGS. 9 and 10 are diagrams for explaining
the table update example according to the first embodiment.
In the description below, with respect to the entire configu-
ration of the ad hoc network illustrated in FIG. 2, only the
route information and the link information transmitted/re-
ceived within a part of the network constituted by the node
“a”, the node “d”, the node “e”, the node “f””, and the node “x”
will be illustrated. Although, actually, the route information
and the link information related to all the nodes included in
the entire configuration of the ad hoc network illustrated in
FIG. 2 are held and transmitted/received by each node, in the
description below, only a part of the route information and the
link information will be illustrated for convenience of
description.

As illustrated in FIG. 9, in the first embodiment, the node
“x” is the gateway node. It is assumed that the qualities of the
link between the node “d” and the node “x”, the link between
the node “e” and the node “f”, and the link between the node
“f” and the node “x” are represented by the values illustrated
in FIG. 9. The link tables and the routing tables illustrated in
FIG. 9 illustrate values when it is assumed that the qualities of
the links are represented by the values illustrated in FIG. 9. In
FIG. 9, “adjacent” indicates the adjacent node, “outward
route” indicates the outward route evaluation value, and
“homeward route” indicates the homeward route evaluation
value. Also, in FIG. 9, “destination” indicates the destination
node, “adjacent” indicates the adjacent node, and “evalua-
tion” indicates the evaluation value.

First, the node “d” will be described. The node “d” stores
the node “x” as an adjacent node in the link table. The node
“d” also stores “20” as the outward route evaluation value and
“30” as the homeward route evaluation value in the link table.
At this time, the outward route evaluation value is a quality
evaluation value of the outward route as seen from the node
“x”, and the homeward route evaluation value is a quality
evaluation value of the homeward route as seen from the node
“x”. In the first embodiment, the link weight represents a
value in which the outward route evaluation value and the
homeward route evaluation value are added together. There-
fore, as illustrated in FIG. 9, the node “d” stores “50” in the
link table as the link weight.

Next, the node “d” stores the node “x” as a destination node
and stores the node “x” as an adjacent node in the routing
table. That is, when the node “d” transmits a packet to the
node “x” as the destination, the node “d” stores route infor-
mation indicating that there is a route to transmit the packet in
the adjacent node “x”. At this time, the destination node “x” is
an adjacent node of the node “d”. Therefore, the node “d”
does not store the route weight in the routing table, and stores
the link weight “50” obtained from the link table in the rout-
ing table. The node “d” stores the evaluation value “50”
assuming that the link weight itself is the evaluation value of
the route between the node “d” and the node “x”.

Next, the node “e¢” will be described. The node “e” stores
the node “f” as an adjacent node in the link table. The node “e”
also stores “10” as the outward route evaluation value and
“10” as the homeward route evaluation value in the link table.
The node “e” also stores “20” as the link weight in the link
table.

Next, the node “e” stores the node “”” as a destination node
and stores the node “f” as an adjacent node in the routing
table. The node “e” also stores the node “x” as a destination
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node and stores the node “f” as an adjacent node. That is,
when the node “e” transmits a packet to the node “f” as the
destination, the node “e” stores route information indicating
that there is a route to transmit the packet in the adjacent node
“f”. When the node “e” transmits a packet to the node “x” as
the destination, the node “e” stores route information indicat-
ing that there is a route to transmit the packet in the adjacent
node “f”.

Here, the route information when the packet is transmitted
to the node “x” as the destination will be described. The route
weight is a value indicating the quality of the route between
the destination node and the adjacent node. Specifically, as
illustrated in FIG. 9, the route weight corresponds to the value
indicating the quality of the route between the destination
node “x” and the adjacent node “f”. Given this situation, the
route Weight is “35”. The evaluation value is a value indicat-
ing the quality of the route through which a packet is trans-
mitted/received between the source node and the destination
node. Specifically, as illustrated in FIG. 9, the evaluation
value is a value obtained by adding the value indicating the
quality of the route between the adjacent node “f” and the
source node “e” to the value indicating the quality ofthe route
between the destination node “x” and the adjacent node “f”.
Given this situation, the evaluation value is “55”.

Similarly, the node “f”” and the node “x” also store the link
table and the routing table.

In the first embodiment, it is assumed that, as illustrated in
FIG. 10, the node “a” is newly connected to the ad hoc
network illustrated in FIG. 9. It is assumed that the quality of
the link between the node “a” and the node “d”, and the
quality of the link between the node “a” and the node “¢” have
the values illustrated in FIG. 10. When the node “a” is newly
connected to the ad hoc network, each of the node “d”, the
node “e”, the node “f”, and the node “x” according to the first
embodiment transmits/receives the route information, and
updates the link table and the routing table. In the description
below, on the assumption that the values illustrated in FIGS.
9 and 10 are used, a specific example of processing performed
by each of the node “d”, the node “e”, the node “f”, and the
node “x” will be described with reference to FIGS. 11 to 15.
FIGS. 11 to 15 are diagrams for explaining table update
examples according to the first embodiment.

As described above, itis assumed that the node “a” is newly
connected to the ad hoc network according to the first
embodiment. At this time, the node “a” transmits presence
information indicating that the node “a” is present on the
network to each of the adjacent node “d” and the adjacent
node “e”

First, as illustrated in FIGS. 11 and 12, the node “a” broad-
casts an empty HELLO packet to the node “d” and the node
“e”. When the node “d” receives the HELLO packet first, the
node “d” performs the link table update processing. Specifi-
cally, the node “d” identifies the transmission source node of
the HELLO packet. The transmission source node is the node
“a”. Next, the node “d” newly creates a period table of the
transmission source node “a”, calculates the standard devia-
tion of the periods, and thus calculates the outward route
evaluation value “20”. Then, as illustrated in FIG. 11, the
node “d” newly creates a record of the node “a” in the link
table, associates the outward route evaluation Value “20” with
the node “a”, and stores the outward route evaluation value
“20” assoc1ated with the node “a” in the record. Then, the
node “d” determines whether the outward route evaluation
value is included in the HELLO packet. Since the HELLO
packet is empty, the node “d” determines that the outward
route evaluation value is not included in the HELLO packet.
As illustrated in FIG. 11, the node “d” directly sets the out-
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ward route evaluation value “20” obtained by evaluating the
empty HELLO packet in the link table as the link weight “20”.

Next, the node “d” performs the routing table update pro-
cessing. Specifically, the node “d” identifies the transmission
source node of the HELLO packet. The transmission source
node is the node “a”. Next, the node “d” newly creates a
record of the node “a” in a work table having the same
structure as that of the routing table. The node “d” sets the
transmission source node “a” in the destination node of the
work table, and sets the transmission source node “a” in the
adjacent node of the work table. Then, the node “d” searches
the link table by using the transmission source node “a”, and
obtains the link weight “20” that is associated with the node
“a” and stored. Next, the node “d” stores the obtained link
Weight “20” in the record of the destination node “a” and the
adjacent node “a” in the work table as the link weight “20”.
Then, the node “d” determines whether there is the same
record in the routing table, and when there is not the same
record, as illustrated in FIG. 10, the node “d” newly adds the
record created in the work table to the routing table.

Next, the node “d” determines whether information is
included in the HELLO packet. Since the HELLO packet is
empty, the node “d” determines that information is not
included in the HELLO packet, and the node “d” calculates an
evaluation value and stores the evaluation value in the routing
table. Specifically, the node “d” stores the link weight “20” as
the evaluation value “20” because the destination node “a” is
an adjacent node.

It is assumed that the clock measures a predetermined
period and a clock event occurs in the node “d”. Then, the
node “d” transmits a HELLO packet (the node “d” may trans-
mits a HELLO packet in real time when the node “d” receives
the empty HELLO packet from the node “a”). The node “d”
creates the HELLO packet from the routing table and trans-
mits the HELLO packet to each of the adjacent node “a” and
the adjacent node “x”. In the description of FIG. 11, for
convenience of description, it is assumed that the node “d”
transmits a HELLO packet including only the route informa-
tion related to the node “a” to only the node “a”

Thenode “d” searches the routing table and sorts records of
the destination node “a” into a group. Since there is one record
ofthe destination node “a”, the node “d” adds the record of the
destination node “a” to the HELLO packet and transmits the
HELLO packet to the adjacent node “a”. Specifically, as
illustrated in FIG. 11, the node “d” obtains route information
indicating that the destination node is “a”, the adjacent node
is “a”, and the evaluation value is “20” from the routing table,
and creates the HELLO packet. Also, as illustrated in FIG. 11,
the node “d” obtains link information indicating that the
outward route evaluation value is “20” from the link table, and
creates the HELLO packet. These evaluation value and out-
ward route evaluation value are the latest values obtained by
evaluating the HELLO packet received from the node “a”

On the other hand, when the node “a” receives the HELLO
packet, first, the node “a” performs the link table update
processing. Specifically, the node “a” identifies the transmis-
sion source node of the HELLO packet. The transmission
source node is the node “d”. Next, the node “a” newly creates
aperiod table of the transmission source node “d”, calculates
the standard deviation of the periods, and thus calculates the
outward route evaluation value “10”. Then, as illustrated in
FIG. 11, the node “a” newly creates a record of the node “d”
in the hnk table, associates the outward route evaluation value
“10” with the node “d”, and stores the outward route evalua-
tion value “10” associated with the node “d” in the record.
Then, the node “a” determines whether the outward route
evaluation value is included in the HELLO packet. Since the
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outward route evaluation value “20” is included in the
HELLO packet, the node “a” determines that the outward
route evaluation value is 1ncluded in the HELLO packet.
Then, as illustrated in FIG. 11, the node “a” associates the
outward route evaluation value “20” 1ncluded in the received
HELLO packet with the transmission source node “d” in the
link table, and stores the value as the homeward route evalu-
ation value “20”. Further, the node “a” calculates the link
weight “30” by adding together the outward route evaluation
value “10” and the homeward route evaluation value “207,
and sets the link weight “30” in the link table.

Next, the node “a” performs the routing table update pro-
cessing. Speciﬁcally, the node “a” identifies the transmission
source node of the HELLO packet. The transmission source
node is the node “d”. Next, the node “a” newly creates a
record of the node “d” in a work table having the same
structure as that of the routing table. The node “a” sets the
transmission source node “d” in the destination node of the
work table, and sets the transmission source node “d” in the
adjacent node of the work table. Then, the node “a” searches
the link table by using the transmission source node “d”, and
obtains the link weight “30” that is associated with the node
“d” and stored. Next, the node “a” stores the obtained link
weight “30” in the record of the dest1natlon node “d” and the
adjacent node “d” in the work table as the link Weight “30”.
Then, the node “a” determines whether there is the same
record in the routing table, and when there is not the same
record, as illustrated in FIG. 11, the node “a” newly adds the
record created in the work table to the routing table.

Next, the node “a” determines whether information is
included in the HELLO packet, and determines that informa-
tion is included. The node “a” determines whether the desti-
nation node or the adjacent node is the node “a”, and deter-
mines that the destination node or the adJacent node is the
node “a”. Next, the node “a” determines whether untreated
informat1on is included in the received packet, and deter-
mines that untreated information is not included. Thereafter,
the node “a” calculates an evaluation value and stores the
evaluation Value in the routing table. Specifically, the node
“a” stores the link weight “30” as the evaluation value “30”
because the destination node “d” is an adjacent node.

It is assumed that the clock measures a predetermined
period and a clock event occurs in the node “a”. Then, the
node “a” transmits a HELLO packet. The node “a” creates the
HELLO packet from the routing table and transmits the
HELLO packet to the adjacent node “d”. The node “a”
searches the routing table and sorts records of the dest1nat1on
node “d” into a group. Since there is one record of the desti-
nation node “d”, the node “a” adds the record of the destina-
tionnode “d”tothe HELLO packet and transmits the HELLO
packet to the adjacent node “d”. Specifically, as illustrated in
FIG. 11, the node “a” obtains route information indicating
that the dest1nat1on node is “d”, the adjacent node is “d”, and
the evaluation value is “30” from the routing table, and creates
the HELLO packet. Also, as illustrated in FIG. 11, the node
“a” obtains link 1nformat1on indicating that the outward route
evaluat1on value is “10” from the link table, and creates the
HELLO packet. These evaluation value and outward route
evaluation value are the latest values obtained by evaluating
the HELLO packet received from the node “d”.

The node “a” broadcasts an empty HELLO packet to the
node “e” in add1t1on to the node “d”. FIG. 12 illustrates
HELLO packet transmission/reception performed between
the node “a” and the node “e”, and updates of the link tables
and the routing tables.

Next, HELLO packet transmission/reception and updates
of' the link tables and the routing tables performed following

5

10

15

20

25

30

40

45

50

55

60

65

14

the operation of FIGS. 11 and 12 will be described with
reference to FIGS. 13 to 15. First, as illustrated in F1G. 13, the
node “a” transmits a HELLO packet to each of the node “d”
and the node “e”. These HELLO packets are the same as the
HELLO packets illustrated in FIGS. 11 and 12 (the third
HELLO packets).

When the node “d” receives the HELLO packet, first, the
node “d” performs the link table update processing. Specifi-
cally, the node “d” identifies the transmission source node of
the HELLO packet. The transmission source node is the node
“a”. Next, the node “d” newly creates a record in the upper-
most row of the period table of the transmission source node
“a”, calculates the standard deviation of the periods, and thus
calculates the outward route evaluation value “20”. Although
the value is not changed, the value is the latest value. Then, as
illustrated in FIG. 13, the node “d” identifies the existing
record ofthe node “a” in the link table, associates the outward
route evaluation value “20” with the node “a”, and overwrites
the outward route evaluation value “20” in the record. Then,
the node “d” determines whether the outward route evalua-
tion value is included in the HELLO packet. Since the out-
ward route evaluation value “10” is included in the HELLO
packet, the node “d” determines that the outward route evalu-
ation value is included in the HELLO packet. Then, as illus-
trated in FIG. 13, the node “d” associates the outward route
evaluation value “10” included in the received HELLO
packet with the transmission source node “a” in the link table,
and stores the value as the homeward route evaluation value
“10”. Further, the node “d” calculates the link weight “30” by
adding together the outward route evaluation value “20” and
the homeward route evaluation value “10”, and sets the link
weight “30” in the link table.

Next, the node “d” performs the routing table update pro-
cessing. Specifically, the node “d” identifies the transmission
source node of the HELLO packet. The transmission source
node is the node “a”. Next, the node “d” newly creates a
record of the node “a” in a work table having the same
structure as that of the routing table. The node “d” sets the
transmission source node “a” in the destination node of the
work table, and sets the transmission source node “a” in the
adjacent node of the work table. Then, the node “d” searches
the link table by using the transmission source node “a”, and
obtains the link weight “30” that is associated with the node
“a” and stored. Next, the node “d” stores the obtained link
We1ght “30” in the record of the destination node “a” and the
adjacent node “a” in the work table as the link weight “30”.
Then, the node “d” determines whether there is the same
record in the routing table, and when there is the same record,
as illustrated in FIG. 13, the node “d” overwrites the record
created in the work table on the routing table.

Next, the node “d” determines whether information is
included in the HELLO packet, and determines that informa-
tion is included. The node “d” determines whether the desti-
nation node or the adjacent node is the node “d”, and deter-
mines that the destination node or the adjacent node is the
node “d”. Next, the node “d” determines whether untreated
information is included in the received packet, and deter-
mines that untreated information is not included. Thereafter,
the node “d” calculates an evaluation value and stores the
evaluation value in the routing table. Specifically, the node
“d” stores the link weight “30” as the evaluation value “30”
because the destination node “a” is an adjacent node.

It is assumed that the clock measures a predetermined
period and a clock event occurs in the node “d”. Then, the
node “d” transmits a HELLO packet. The node “d” creates the
HELLO packet from the routing table and transmits the
HELLO packet to each of the adjacent node “a” and the
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adjacent node “x”. In the description of FIG. 13, for conve-
nience of descnptlon it is assumed that the node “d” trans-
mits the HELLO packet to only the node “x”

The node “d” searches the routing table and sorts records of
the destination node “x” and the destination node “a” into
groups respectively. Slnce there are one record of the desti-
nation node “x” and one record of the destination node “a”
the node “d” adds the record of the destination node “x” and
the record of the destination node “a” to the HELLO packet
and transmits the HELLO packet to the adjacent node “x”
Specifically, as illustrated in FIG. 13, the node “d” obta1ns
route information indicating that the destination node is “x”,
the adjacent node is “x”, and the evaluation value is “50” from
the routing table, and creates the HELLO packet. Also, as
illustrated in FIG. 13, the node “d” obtains link information
indicating that the outward route evaluation value is “20”
from the link table, and creates the HEL.LO packet. The node
“d” obtains route information indicating that the destination
node is “a”, the adjacent node is “a”, and the evaluation value
is “30” from the routing table, and creates the HELLO packet.
Also, as illustrated in FIG. 13, the node “d” obtains link
information indicating that the outward route evaluation
value is “20” from the link table, and creates the HELLO
packet.

The node “a” transmits a HELLO packet to the node “e” in
addition to the node “d”. The lower part of FIG. 13 illustrates
HELLO packet transmission/reception performed between
the node “a” and the node “e”, and updates of the link table
and the routing table.

Next, as illustrated in FIG. 14, the node “e” transmits a
HELLO packet to the node “f”. When the node “f” receives
the HELLO packet, first, the node “f” performs the link table
update processing. Specifically, the node “f” identifies the
transmission source node of the HELLO packet. The trans-
mission source node is the node “e”. Next, the node “f” newly
creates arecord in the uppermost row of the period table of the
transmission source node “e”, calculates the standard devia-
tion of the periods, and thus calculates the outward route
evaluation value “10”. Although the value is not changed, the
value is the latest value. Then, as illustrated in FIG. 14, the
node “f” identifies the existing record of the node “e” in the
link table, associates the outward route evaluation Value “10”
with the node “e”, and overwrites the outward route evalua-
tion value “10” in the record. Then, the node “”” determines
whether the outward route evaluation value is included in the
HELLO packet. Since the outward route evaluation value
“10” is included in the HELLO packet, the node “f” deter-
mines that the outward route evaluation value is included in
the HELLO packet. Then, as illustrated in FIG. 14, the node
“f” associates the outward route evaluation value “10”
included in the received HELLO packet with the transmission
source node “e” in the link table, and stores the value as the
homeward route evaluation value “10”. Further, the node “f”
calculates the link weight “20” by adding together the out-
ward route evaluation value “10” and the homeward route
evaluation value “10”, and sets the link weight “20” in the link
table.

Next, the node “f” performs the routing table update pro-
cessing. Specifically, the node “f” identifies the transmission
source node of the HELLO packet. The transmission source
node is the node “e”. Next, the node “f” newly creates a record
of the node “e” in a work table having the same structure as
that of the routlng table. The node “f” sets the transmission
source node “e” in the destination node of the work table, and
sets the transmission source node “e” in the adjacent node of
the work table. Then, the node “f” searches the link table by
using the transmission source node “e”, and obtains the link
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weight “20” that is associated with the node and stored.
Next, the node “f” stores the obtained link Welght “20” in the
record of the destination node “e” and the adjacent node
in the work table as the link Welght “20”. Then, the node “f ?
determines whether there is the same record in the routing
table, and when there is the same record, as illustrated in FIG.
14, the node “f” overwrites the record created in the work
table on the routing table.

Next, the node “f” determines whether information is
included in the HELLO packet, and determines that informa-
tion is included. The node “f” determines whether the desti-
nation node or the adjacent node is the node “f”, and deter-
mines that the destination node or the adjacent node is the
node “f”. Next, the node “£” determines whether untreated
information is included in the received packet, and deter-
mines that untreated information is included.

The node “f” determines whether the destination node or
the adjacent node is the node “f’, and determines that the
adjacent node is the node “f”. Next, the node “f” determines
whether untreated information is included in the received
packet, and determines that untreated information is
included.

Then, the node “£” determines whether the destination
node or the adjacent node is the node “f”, and determines that
neither the destination node nor the adjacent node is the node
“f”. Then, the node “f” newly creates a record of the node “a”
in a work table having the same structure as that of the routing
table. The node “f” sets the destination node “a” in the desti-
nation node of the work table, and sets the transmission
source node “e” in the adjacent node of the work table. The
node “f” stores the evaluation value “40” included in the
HELLO packet as the route weight “40” in the work table.
Next, the node “f” determines whether a record of the desti-
nation node “a” and the adjacent node is included in the
routing table, and determines that the record is not included.
Then, as illustrated in FIG. 14, the node “f” newly adds the
record created in the work table to the routing table.

Thereafter, the node “f” calculates an evaluation value and
stores the evaluation value in the routing table. Specifically,
since the destination node “e” is an adjacent node, the node
“f” stores the link weight “20” as the evaluation value “20”.
Since the destination node “x” is an adjacent node, the node
“f” stores the link weight “35” as the evaluation value “35”.
The node “f searches for a record in which the adjacent node
“e” is the destination node and the adjacent node. The node
“f > obtains the link weight “20” in the searched record, adds
together the obtained link weight “20” and the route weight
“40” in the record of the destination node “a” and the adjacent
node “e”, and stores the addition result as an evaluation value
“607.

It is assumed that the clock measures a predetermined
period and a clock event occurs in the node “f”. Then, the
node “f” transmits a HELLO packet. The node “f” creates the
HELLO packet from the routing table and transmits the
HELLO packet to each of the adjacent node “e” and the
adjacent node “x”. In the description of FIG. 14, for conve-
nience of descnptlon it is assumed that the node “f” transmits
the HELLO packet to only the node “x”

The node “f” searches the routing table and sorts records of
the destination node “e”, the destination node “x”, and the
destination node “a” into groups respectively. Slnce there are
one record of the destination node “e”, one record of the
destination node “x”, and one record of the destination node
“a”, the node “f” adds the record of the destination node “e”
the record of the destination node “x”, and the record of the
destination node “a” to the HELL.O packet and transmits the
HELLO packet to the adjacent node “x”

“a”

“o

“o
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Similarly, as illustrated in FIG. 15, the node “d” transmits
the HELLO packet to the node “x”, and the node “f” transmits
the HELLO packet to the node “x”. In other words, in the
description of the first embodiment, it is assumed that the
node “x” receives the HELLO packets from each of the node
“d” and the node “f” in a predetermined period.

First, as illustrated in FIG. 15, it is assumed that the node
“x” receives the HELLO packet from the node “d”. At this
time, the node “x” updates the link table and the routing table
in the same manner as the other nodes described above. Next,
it is assumed that the node “x” receives the HELLO packet
from the node “f”. At this time, in the same manner, the node
“x” updates the link table and the routing table.

It is assumed that the clock measures a predetermined
period and a clock event occurs in the node “x”. Then, the
node “x” transmits a HELLO packet. The node “x” creates the
HELLO packet from the routing table and transmits the
HELLO packet to each of the adjacent node “d”, the adjacent
node “f”, the adjacent node “v”’, and the adjacent node “z”. In
the description of FIG. 15, for convenience of description, it
is assumed that the node “x” transmits the HELLO packet to
only the node “v” and the node

The node “x” searches the routlng table and sorts records of
the destination node “d”, the destination node “f”, the desti-
nation node “e”, and the destination node into groups
respectively. Since there are one record of the destination
node “d”, one record of the destination node “f”, and one
record of the destination node “e”, the node “x” adds the
record of the destination node “e” the record of the destina-
tion node “f”, and the record of the destlnatlon node “€” to the
HELLO packet.

On the other hand, there is a plurality of records of the
destination node “a”. Therefore, the node “x” sorts the
records of the destlnatlon node “a” into a group, compares the
evaluation values in the group, and sets flags, each of which
indicates a first level, a second level, and a third level, respec-
tively. Specifically, since there are two records that is sorted
into the group of the destination node “a” and the evaluation
values are “80” and “95”, the node “x” sets the first level flag
in the record including the evaluation value “80”, and sets the
second level flag in the record including the evaluation value
“95”. The node “x” extracts the record in which the first level
flag is set, and adds the record to the HELLO packet. Specifi-
cally, the node “x” extracts only the record of the transmission
node “a” and the adjacent node “d”, and adds the record to the
HELLO packet. Then, the node “x” transmits the HELLO
packet.

Link Table Update Processing

The table update example according to the first embodi-
ment has been described. Next, the link table update process-
ing will be described with reference to FIG. 16. FIG. 16 is a
flowchart illustrating the link table update processing accord-
ing to the first embodiment.

The link table update unit 32 of the node 10 according to
the first embodiment determines whether a HELLO packet is
received from an adjacent node (step S101). When determin-
ing that no HELLO packet is received (step S101: No), the
link table update unit 32 waits for reception of a HELLO
packet.

Onthe other hand, when determining thata HELLO packet
is received (step S101: Yes), the link table update unit 32
identifies “From Who” of the HELLO packet (step S102). In
other words, the link table update unit 32 identifies the trans-
mission source node which transmits the HELLO packet.

Next, the link table update unit 32 determines whether
there is an existing period table of the transmission source
node identified in step S102 in the period table 23 (step S103).
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When determining that there is no existing period table
(step S103: No), the link table update unit 32 newly creates a
period table of the transmission source node, and newly cre-
ates arecord of ID “1” (step S104). Then, the link table update
unit 32 sets the reception time at which the HELLO packet is
received in the record of ID “1” (step S105). For example, the
link table update unit 32 sets a reception time “0:00”. The link
table update unit 32 also sets an initial value of the period in
the record of ID “1” (step S106). For example, the link table
update unit 32 sets a period “0:00”.

On the other hand, when determining that there is an exist-
ing period table (step S103: Yes), the link table update unit 32
newly creates a record in the uppermost row of the period
table (step S107). Then, the link table update unit 32 sets the
reception time at which the HELLO packet is received in the
newly created record (step S108). Then, the link table update
unit 32 calculates a difference between the reception time set
in step S108 and the reception time set in the adjacent lower
record, and sets the difference as a period (step S109). Next,
the link table update unit 32 calculates the standard deviation
of'the periods (step S110).

Next, the link table update unit 32 newly creates a record of
the transmission source node in the link table (step S111). Or,
the link table update unit 32 identifies an existing record of the
transmission source node from the link table (step S111).

The link table update unit 32 associates the outward route
evaluation value obtained by evaluating the received HELLO
packet (specifically, the outward route evaluation value
derived from the standard deviation calculated in step S110)
with the transmission source node in the link table, and stores
the outward route evaluation value (step S112). Or, the link
table update unit 32 overwrites the outward route evaluation
value on an existing record (step S112).

Next, the link table update unit 32 determines whether an
outward route evaluation value is included in the received
HELLO packet (step S113). When determining that no out-
ward route evaluation value is included (step S113: No), the
link table update unit 32 sets the outward route evaluation
value obtained by evaluating the received packet in the link
table as a link weight between the nodes (step S114). Or, the
link table update unit 32 overwrites the outward route evalu-
ation value on an existing record (step S114).

When determining that an outward route evaluation value
is included (step S113: Yes), the link table update unit 32
associates the outward route evaluation value included in the
received HELLO packet with the transmission source node in
the link table, and stores the outward route evaluation value as
a homeward route evaluation value (step S115). Or, the link
table update unit 32 overwrites the outward route evaluation
value on an existing record (step S115).

The link table update unit 32 calculates the link weight
between the nodes by adding together the outward route
evaluation value and the homeward route evaluation value,
and sets the link weight in the link table (step S116). Or, the
link table update unit 32 overwrites the link weight on an
existing record (step S116).

Routing Table Update Processing

Next, the routing table update processing will be described
withreference to FIGS.17A and 17B. FIGS. 17A and 17B are
flowcharts illustrating the routing table update processing
according to the first embodiment.

The routing table update unit 33 of the node 10 according
to the first embodiment determines whether a HELLO packet
is received from an adjacent node (step S201). When deter-
mining that no HELLO packet is received (step S201: No),
the routing table update unit 33 waits for reception of a
HELLO packet.
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Onthe other hand, when determining thata HELLO packet
is received (step S201: Yes), the routing table update unit 33
identifies “From Who” of the HELLO packet (step S202). In
other words, the routing table update unit 33 identifies the
transmission source node which transmits the HELLO
packet.

Next, the routing table update unit 33 newly creates a
record in the work table 24 (step S203). The routing table
update unit 33 sets the transmission source node identified in
step S202 in the destination node of the newly created record
(step S204), and sets the transmission source node identified
in step S202 in the adjacent node (step S205).

Next, the routing table update unit 33 searches the link
table 22 by using the transmission source node, and obtains
the link weight that is associated with the transmission source
node and stored (step S206).

Then, the routing table update unit 33 stores the obtained
link weight in a record in which the destination node and the
adjacent node are the transmission source node in the work
table 24 as the link weight (step S207).

Next, the routing table update unit 33 determines whether
there is arecord whose destination node and adjacent node are
the same as those of the above record in the routing table 21
(step S208). When determining that there is not such a record
(step S208: No), the routing table update unit 33 newly adds
the record created in the work table 24 to the routing table 21
(step S209). On the other hand, when determining that there
is such a record (step S208: Yes), the routing table update unit
33 overwrites the record on the routing table 21 (step S210).

Next, the routing table update unit 33 determines whether
information is included in the HELLO packet (step S211).
When determining that no information is included (step
S211: No), the routing table update unit 33 proceeds to pro-
cessing for calculating an evaluation value (step S222).

On the other hand, when determining that information is
included (step S211: Yes), the routing table update unit 33
determines whether the destination node or the adjacent node
is the node 10 itself (step S212). When determining that the
destination node or the adjacent node is the node 10 itself
(step S212: Yes), the routing table update unit 33 ignores the
information, and proceeds to processing (step S220) for
determining whether untreated information is included in the
received HELLO packet.

On the other hand, when determining that neither the des-
tination node nor the adjacent node is the node 10 itself (step
S212: No), the routing table update unit 33 newly creates a
record in the work table 24 (step S213). Then, the routing
table update unit 33 sets the destination node included in the
information of the HELLO packet in the destination node of
the newly created record (step S214), and sets the transmis-
sion source node in the adjacent node (step S215).

Next, the routing table update unit 33 stores the evaluation
value included in the information of the HELLO packet in the
record newly created in the work table 24 as the route weight
(step S216).

Next, the routing table update unit 33 determines whether
there is arecord whose destination node and adjacent node are
the same as those of the above record in the routing table 21
(step S217). When determining that there is not such a record
(step S217: No), the routing table update unit 33 newly adds
the record created in the work table 24 to the routing table 21
(step S218). On the other hand, when determining that there
is such a record (step S217: Yes), the routing table update unit
33 overwrites the record on the routing table 21 (step S219).

Thereafter, the routing table update unit 33 determines
whether untreated information is included in the received
HELLO packet (step S220), and when there is untreated
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information (step S220: Yes), the routing table update unit 33
obtains the untreated information (step S221) and returns to
the processing of step S212. On the other hand, when there is
no untreated information (step S220: No), the routing table
update unit 33 calculates an evaluation value and stores the
evaluation value in the routing table 21 (step S222).

Evaluation Value Calculation Processing

Next, the evaluation value calculation processing will be
described with reference to FIG. 18. FIG. 18 is a flowchart
illustrating the evaluation value calculation processing.

First, the routing table update unit 33 determines whether a
link weight is stored in a target record in the routing table 21
(step S222-1). When determining that a link weight is stored
(step S222-1: Yes), the routing table update unit 33 stores the
stored link weight as the evaluation value of the record (step
S222-2).

On the other hand, when determining that no link weight is
stored (step S222-1: No), the routing table update unit 33
searches for a record in which the adjacent node of the target
record is the destination node and the adjacent node (step
S222-3).

Then, the routing table update unit 33 obtains the link
weight of the searched record (step S222-4), adds together the
route weight of the target record and the link weight of the
searched record, and stores the addition result as the evalua-
tion value of the target record (step S222-5).

Thereafter, the routing table update unit 33 determines
whether there is untreated record (step S222-6), and when
there is untreated record (step S222-6: Yes), the routing table
update unit 33 obtains the untreated record (step S222-7) and
returns to the processing of step S222-1. On the other hand,
when there is no untreated record (step S222-6: No), the
routing table update unit 33 ends the processing.

Transmission Processing

Next, the transmission processing will be described with
reference to FIG. 19. FIG. 19 is a flowchart illustrating the
transmission processing according to the first embodiment.

The route information transmitting unit 34 of the node 10
according to the first embodiment determines whether there is
a clock event (step S301). When determining that there is no
clock event (step S301: No), the route information transmit-
ting unit 34 waits for a clock event.

On the other hand, when determining that there is a clock
event (step S301: Yes), the route information transmitting unit
34 determines whether there is a routing table (step S302).
When determining that there is no routing table (step S302:
No), the route information transmitting unit 34 transmits an
empty HELLO packet (step S307), and ends the processing.

When determining that there is a routing table (step S302:
Yes), the route information transmitting unit 34 searches the
routing table 21, and sorts records into groups, in each of
which records have the same destination node (step S303).

Next, the route information transmitting unit 34 compares
the evaluation values in each group, and prioritizes top three
records in ascending order of the evaluation values (in an
order from the highest quality to the lowest quality) (step
S304).

The route information transmitting unit 34 sets a first level
flag, a second level flag, and a third level flag in the prioritized
records (step S305), extracts the record in which the first level
flag is set, and adds the record to a HELLO packet header
(step S306). The route information transmitting unit 34
according to the first embodiment sets “transmission flag” to
“Yes” in the record added to the HELLO packet header.

Thereafter, the route information transmitting unit 34
transmits the HELLO packet (step S307), and ends the pro-
cessing.
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Effect of First Embodiment

As described above, the first embodiment is a route infor-
mation relay method by which each node relays route infor-
mation in an ad hoc network in which each node relays a
packet on the basis of the route information (information
indicating a route for transmitting the packet to a destination
node). In the first embodiment, each node receives the route
information from a node (adjacent node) connected to the
node. Each node obtains quality information (evaluation
value) indicating quality of a route indicated by the route
information with respect to the received route information. At
apredetermined frequency (for every clock event), each node
determines whether a plurality of route information items
whose packet destination nodes are the same are received.
When it is determined that a plurality of route information
items whose packet destination nodes are the same are
received, each node compares quality information items
(evaluation values) of the plurality of received route informa-
tion items, and selects a route information item corresponding
to a quality information item (evaluation value) indicating the
highest quality as a comparison result. Each node relays the
selected route information to nodes (adjacent nodes) that are
connected to the node and are other than the node that has
transmitted the route information.

In this way, each node according to the first embodiment
can reduce the amount of communication to control the route.

Each node of a conventional technique transmits the
received route information to adjacent nodes every time the
node receives the route information. As a result, each node
has to transmit the route information a plurality of times, and
a control header portion is added to each HELLO packet, so
that overhead increases because a transmission waiting time
is required for each HELLO packet. Further, when the num-
ber of transmitted route information items increases, the fre-
quency of collisions increases, and thus the number of
retransmissions of the route information increases. There-
fore, if a conventional technique is applied to a large scale ad
hoc network, a flooding due to excessive packets occurs, and
also itis difficult to create a routing table for searching a route.

On the other hand, each node according to the first embodi-
ment does not necessarily transmit the received route infor-
mation to adjacent nodes every time the node receives the
route information. Each node determines whether a plurality
of route information items whose packet destination nodes
are the same are received at a predetermined frequency, com-
pares quality information items, and selects a route informa-
tion item corresponding to a quality information item indi-
cating the highest quality. Then, each node relays only the
selected route information to adjacent nodes. As a result, each
node can reduce the number of transmission times of the route
information, and also reduce the overhead. Further, when the
number of transmitted route information items decreases, the
frequency of collisions decreases, and thus the number of
retransmissions of the route information decreases. There-
fore, even when the technique of the first embodiment is
applied to a large scale ad hoc network, a flooding due to
excessive packets does not occur, and it is not difficult to
create a routing table for searching for a route.

For example, as illustrated in FIG. 20, it is known that the
method of the first embodiment reduces the amount of com-
munication for controlling route as compared with methods
of Optimized Link State Routing protocol (OLSR) and Ad
hoc On demand Distance Vector (AODV). Specifically, when
the number of nodes exceeds 100, the number of control
packets of OLSR becomes greater than the number of control
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packets of the method of the first embodiment. It is known
that the number of control packets increases at an accelerated
pace in AODV.

[b] Second Embodiment

In the first embodiment described above, the method in
which the node 10 transmits all the route information items
corresponding to the highest evaluation value (all the records
in which the first level flag is set) to adjacent nodes is
described. In a second embodiment, instead of the method in
which the node 10 transmits all the route information items
corresponding to the highest evaluation value, a method in
which the node 10 transmits the route information only when
the node 10 compares a current evaluation value and a previ-
ous evaluation value and finds that the difference between the
current evaluation value and the previous evaluation value is
greater than or equal to a predetermined threshold value will
be described.

First, the routing table 21 according to the second embodi-
ment will be described with reference to FIG. 21. FIG. 21 is a
diagram for explaining the routing table according to the
second embodiment.

As illustrated in FIG. 21, the routing table 21 according to
the second embodiment further stores an evaluation value
(“previous transmission value”) of when the route informa-
tion transmitting unit 34 transmitted previous route informa-
tion. Specifically, the routing table 21 stores an evaluation
value stored in “evaluation value” which is stored by the route
information transmitting unit 34 when the route information
transmitting unit 34 transmits the route information in the
“previous transmission value”. The “previous transmission
value” stored in the routing table 21 is used for processing
performed by the route information transmitting unit 34.

Next, transmission processing according to the second
embodiment will be described with reference to F1G. 22. FIG.
22 is a flowchart illustrating the transmission processing
according to the second embodiment.

As illustrated in FIG. 22, in the same manner as in the first
embodiment, the route information transmitting unit 34
according to the second embodiment determines whether
there is a clock event (step S401), and determines whether
there is a routing table (step S402). When determining that
there is a routing table (step S402: Yes), in the same manner as
in the first embodiment, the route information transmitting
unit 34 searches the routing table 21, and sorts records into
groups, in each of which records have the same destination
node (step S403). Next, in the same manner as in the first
embodiment, the route information transmitting unit 34 com-
pares the evaluation values in each group, and prioritizes top
three records in ascending order of the evaluation values (in
an order from the highest quality to the lowest quality) (step
S404). Then, in the same manner as in the first embodiment,
the route information transmitting unit 34 sets the first level
flag, the second level flag, and the third level flag in the
prioritized records (step S405).

Next, the route information transmitting unit 34 according
to the second embodiment compares “evaluation value” and
“previous transmission value” in the routing table 21, and sets
a transmission flag in records having a large update amount
(step S406). For example, the route information transmitting
unit 34 sets the transmission flag “YES” in records having an
update amount of “10” or more.

The route information transmitting unit 34 extracts the
records in which the transmission flag is set, and adds the
records to the HELLO packet header (step S407). The route
information transmitting unit 34 stores the “evaluation value”
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in the “previous transmission value” with respect to the
records in which the transmission flag is set (step S408).

Thereafter, in the same manner as in the first embodiment,
the route information transmitting unit 34 transmits the
HELLO packet (step S409), and ends the processing.

Effect of Second Embodiment

As described above, in the second embodiment, each node
stores a correspondence relationship between the received
route information and the quality information (previous
transmission value) of when the route information was
relayed the previous time in the routing table. Each node
searches the routing table by using the currently selected
route information, and compares the quality information
(previous transmission value) corresponding to the route
information and the current quality information (evaluation
value) of when the route information is selected in the routing
table. When the difference between the quality information
items indicated by the above quality information items is
greater than or equal to a predetermined threshold value (for
example, greater than or equal to “10”), each node relays the
selected route information.

In this way, according the second embodiment, each node
does not relay the route information which has been transmit-
ted to adjacent nodes and whose quality evaluation is not so
much changed from the previous data, so that the amount of
communication to control the route can be further reduced.

[¢] Third Embodiment

By the way, in the first embodiment and the second
embodiment, the method by which the node 10 selects a route
when transmitting a packet does not use information related
to a data packet (a packet for transmitting/receiving actual
data). Therefore, in a third embodiment, a method in which
the node 10 corrects the evaluation value of the route on the
basis of the information related to the data packet, so that the
information related to the data packet is used for selecting the
route will be described.

Configuration of Node According to Third Embodiment

First, a configuration of a node according to the third
embodiment will be described with reference to FIGS. 23 to
25.FIG. 23 isa block diagram illustrating the configuration of
the node according to the third embodiment. FIG. 24 is a
diagram for explaining a data management table according to
the third embodiment. FIG. 25 is a diagram for explaining a
routing table according to the third embodiment.

As illustrated in FIG. 23, the node 10 according to the third
embodiment further includes a data management table 25 in
the storage unit 20. The data management table 25 stores
information related to a data packet transmitted by the packet
transmitting/receiving unit 35. Specifically, in the data man-
agement table 25, a time considered to be the time of success-
ful reception of a response packet (hereinafter referred to as
“data ACK”) and the like is stored by the packet transmitting/
receiving unit 35 when the data packet is transmitted by the
packet transmitting/receiving unit 35. The information stored
in the data management table 25 is used for processing per-
formed by the packet transmitting/receiving unit 35.

For example, as illustrated in FIG. 24, the data manage-
ment table 25 stores an ID (“ID”) for identifying a data
packet, a destination node (“destination”), an adjacent node
(“adjacent”), and a time (“‘waiting time point™) considered to
be the time of successful reception of data ACK. For example,
when the node “x” transmits a data packet to the node “a” as
the destination, there are a route for transmitting the data
packet to the adjacent node “d” and a route for transmitting
the data packet to the adjacent node “f”. Although, the data
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management table 25 according to the third embodiment can
store information for both routes, in FIG. 24, only the route
for transmitting the data packet to the adjacent node “d” is
illustrated.

Here, the “waiting time point” will be described. When the
node 10 transmits a data packet, the node 10 receives data
ACK responding to the transmitted data packet. Therefore,
the node 10 can evaluate the quality of the route through
which the data packet is transmitted by the time point when
the data ACK is received. In other words, if the time point
when the data ACK is received is later than a time point
considered to be a normal time point when the data ACK
should be received, the quality of the route is generally con-
sidered to be bad. In other words, if the time point when the
data ACK is received is earlier than a time point considered to
be anormal time point when the data ACK should be received,
the quality of the route is generally considered to be good.
Based on this, in the third embodiment, the node 10 sets
“waiting time point” in the data management table 25.

In the third embodiment, as illustrated in FIG. 25, the node
10 stores “success coefficient” in the routing table 21. Spe-
cifically, in the routing table 21, when data ACK is received by
the packet transmitting/receiving unit 35, a “success coeffi-
cient” is stored or an “evaluation value” is updated by the
packet transmitting/receiving unit 35. Here, the “success
coefficient” is a coefficient indicating whether data ACK is
received by the time set in the “waiting time point” in the data
management table 25. In the third embodiment, the “success
coefficient” is, for example, a value from “0” to “10”.

In the third embodiment, when the packet transmitting/
receiving unit 35 receives data ACK by the time set in the
“waiting time point”, the packet transmitting/receiving unit
35 updates the value of “success coefficient” in the routing
table 21 to a smaller value (for example, decrement by 1), and
updates the “evaluation value” so that the updated “success
coefficient” is reflected in the “evaluation value”. On the other
hand, when the packet transmitting/receiving unit 35 does not
receive data ACK by the time set in the “waiting time point”,
the packet transmitting/receiving unit 35 updates the value of
“success coefficient” in the routing table 21 to a greater value
(for example, increment by 1), and updates the “evaluation
value” so that the updated “success coefficient” is reflected in
the “evaluation value”.

Processing Procedure of Node according to Third Embodi-
ment

Next, a processing procedure of a node according to the
third embodiment will be described with reference to FIGS.
26 and 27. FIG. 26 is a diagram for explaining the processing
procedure (as a whole) of the node according to the third
embodiment. FIG. 27 is a flowchart illustrating data manage-
ment table update processing according to the third embodi-
ment.

As illustrated in FIG. 26, the node 10 according to the third
embodiment selects a route by referring to the routing table 21
when transmitting a data packet by using the packet transmit-
ting/receiving unit 35. Next, the packet transmitting/receiv-
ing unit 35 adds a record for managing transmission history of
the data packet to be transmitted in the data management table
25, and transmits the data packet. At this time, the packet
transmitting/receiving unit 35 sets a “waiting time point” of
data ACK in the data management table 25.

The packet transmitting/receiving unit 35 receives a clock
event in a specific period of time from a clock operating
asynchronously with transmission of the data packet, and
compares a current time calculated from the reception timing
and the “waiting time point” set in the data management table
25. When the packet transmitting/receiving unit 35 does not
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receive data ACK by the “waiting time point”, the packet
transmitting/receiving unit 35 retransmits the data packet.
Specifically, as illustrated in FIG. 26, the packet transmitting/
receiving unit 35 updates the routing table 21, newly selects a
route on the basis of the updated routing table 21, and retrans-
mits the data packet.

Next, when the packet transmitting/receiving unit 35
receives data ACK by the “waiting time point”, the packet
transmitting/receiving unit 35 updates the data management
table 25 (deletes a record), and updates the routing table 21.

Next, the data management table update processing per-
formed by the packet transmitting/receiving unit 35 will be
described with reference to FIG. 27. First, the packet trans-
mitting/receiving unit 35 determines whether a request for
transmitting actual data (data packet) is received from the
node 10 itself, or whether a data packet to be relayed is
received from an adjacent node 10 (step S501). When the
packet transmitting/receiving unit 35 does not receive the
transmission request or dose not receive a data packet to be
relayed (step S501: No), the packet transmitting/receiving
unit 35 waits for a transmission request or the like.

On the other hand, when the packet transmitting/receiving
unit 35 receives the transmission request or receives a data
packet to be relayed (step S501: Yes), the packet transmitting/
receiving unit 35 refers to the routing table 21, and extracts
three records in which one of the first to the third level flags is
set from records whose destination is a node 10 that is the
destination of the data packet (step S502). Here, instead of a
method in which all the records are extracted, a method in
which only the top three records are extracted will be
described as an example.

Next, the packet transmitting/receiving unit 35 adds trans-
mission history records with respect to the extracted three
records in the data management table 25 (step S503). The
packet transmitting/receiving unit 35 sets “ID” for managing
data, sets the destination of the data packet in the “destina-
tion” (step S504), and sets “waiting time point” of data ACK
(step S505). Then, the packet transmitting/receiving unit 35
transmits the data packet (step S506).

Thereafter, the packet transmitting/receiving unit 35 deter-
mines whether data ACK from the destination node is
received by the “waiting time point™ set in the data manage-
ment table 25 (step S507). When no data ACK is received
(step S507: No), the packet transmitting/receiving unit 35
updates the “success coefficient” in the routing table 21 (step
S511), updates the “evaluation value” in the routing table 21,
and further updates the “priority” (step S512). For example,
the packet transmitting/receiving unit 35 updates the “success
coefficient” in the routing table 21 from “7” to “8”, and
updates the “evaluation value” from “57” to “58”.

Then, the packet transmitting/receiving unit 35 returns to
the processing of step S502. The packet transmitting/receiv-
ing unit 35 refers to the updated routing table 21 again, and
selects three records in which one of'the first to the third level
flags is set (step S502). If the records in which one of the first
to the third level flags is set are different from the records in
the routing table 21 before the update, the packet transmit-
ting/receiving unit 35 can reselect the route on the basis of
route quality information obtained when the data packet is
actually transmitted.

On the other hand, when data ACK is received by the
“waiting time point” (step S507: Yes), the packet transmit-
ting/receiving unit 35 deletes the target record from the data
management table 25 (step S508). Then, the packet transmit-
ting/receiving unit 35 updates the “success coefficient” in the
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routing table 21 (step S509), updates the “evaluation value” in
the routing table 21, and further updates the “priority” (step
S510).

Effect of Third Embodiment

As described above, in the third embodiment, each node
stores a correspondence relationship between the received
route information and the obtained quality information
(evaluation value) in the routing table. When transmitting a
packet to an adjacent node, or relaying a packet received from
an adjacent packet, each node calculates quality information
of'the selected route on the basis of reception condition of the
response packet. Then each node replaces the quality infor-
mation stored in the routing table with the calculated quality
information. Then, each node selects route information by
comparing the quality information items (quality information
items after the replacement) stored in the routing table with
respect to each of a plurality of received route information
items.

Inthis way, according the third embodiment, each node can
reevaluate the quality of the route and reselect the route onthe
basis of the route quality information obtained when actually
transmitting a data packet.

[d] Other Embodiments

Although the first to the third embodiments of the present
invention have been described, the present invention may be
implemented in various different forms in addition to the
embodiments described above.

On-Demand Method

It is assumed that, in the first to the third embodiments, the
route information relay method according to the present
invention is applied to a case in which route control is per-
formed by a routing table method. However, the present
invention is not limited to this. The route information relay
method according to the present invention can also be applied
to acase in which route control is performed by an on-demand
method and a case in which route control is performed by a
hybrid method (a combined method of the routing table
method and the on-demand method). In other words, the
present invention can be applied to a case in which route
control is performed by any method if the method is to relay
the route information by each node.

Route Information Items of a Plurality of Nodes

In the first to the third embodiments described above, a case
in which a plurality of route information items whose desti-
nation is limited to the node “a” are received has been
described. However, the present invention is not limited to
this. When a plurality of route information items whose des-
tination nodes are the same are received with respect to each
of a plurality of nodes, a node can select a route information
item for each of the plurality of nodes, combine the selected
route information items, and relay the combined route infor-
mation items. For example, it is assumed that, when the node
“x” determines at a predetermined frequency, a plurality of
route information items whose destination is the node “b” and
aplurality of route information items whose destination is the
node “c” are received in addition to a plurality of route infor-
mation items whose destination is the node “a” (refer to FI1G.
2). At this time, the node “x” may combine a highest quality
route information item selected with respect to the node “a”,
a highest quality route information item selected with respect
to the node “b”, and a highest quality route information item
selected with respect to the node “c”, and relay the combined
highest quality route information items. In this way, the
method in which route information items with respect to a
plurality of nodes are combined and relayed can further
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reduce the amount of communication to control the route as
compared with the method in which a route information item
with respect to a node is relayed individually.
System Configuration or the Like
The processing procedures (FIGS. 16 to 19, FIG. 22, FIG.
27, and the like), specific names, and information including
various data and parameters illustrated in the above descrip-
tion and figures can be arbitrarily changed unless otherwise
stated. The constituent elements of the devices illustrated in
the figures are functionally conceptual, and need not neces-
sarily be physically configured as illustrated (for example,
FIG. 3, FIG. 23, and the like). In other words, specific forms
of distribution and integration of the devices are not limited to
those illustrated in the figures, and all or part of the devices
can be functionally or physically distributed or integrated in
arbitrary units according to various loads and the state of use.
Moreover, all or an arbitrary part of the processing functions
performed in each device can be realized by a CPU and a
program analyzed and executed by the CPU, or can be real-
ized as hardware by wired logic.
The route control method described in the embodiments
can be realized by executing a program prepared in advance
by a computer such as a personal computer or a work station.
The program can be distributed via a network such as the
Internet. The program can be stored in a computer-readable
recording medium, such as a hard disk, a flexible disk (FD), a
CD-ROM, an MO, and a DVD, and can be executed by being
read from the recording medium by the computer.
All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.
What is claimed is:
1. A route information relay method for relaying route
information executed by a wireless terminal, the route infor-
mation relay method comprising:
receiving, by the wireless terminal, route information indi-
cating a route through which a packet is transmitted to a
destination wireless terminal, and included in a packet
received from first another wireless terminal connected
to the wireless terminal, and storing the received route
information in a route information table;
obtaining quality information indicating quality of the
route indicated by the received route information;

determining, at a predetermined frequency, whether a plu-
rality of pieces of route information which packet des-
tination wireless terminals are same are received based
on the route information table;

comparing a plurality of pieces of quality information of

the plurality of pieces of route information which packet
destination wireless terminals are the same;

selecting route information corresponding to quality infor-

mation indicating a highest quality among the plurality
of pieces of route information which packet destination
wireless terminals are the same; and

generating a packet including the selected route informa-

tion and relaying the generated packet, by the wireless
terminal, to second another wireless terminal connected
to the wireless terminal,
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wherein
the selecting includes selecting plurality of route infor-
mation for a plurality of the destination wireless ter-
minals, respectively, and
the relaying includes combining the selected plurality of
route information to relay the combined route infor-
mation,
wherein the determining, the comparing, the selecting and
the generating are performed at the predetermined fre-
quency set for the wireless terminal irrespective of
whether the wireless terminal receives a new packet.
2. The route information relay method according to claim
1, wherein
the wireless terminal includes the route information table
for storing a correspondence relationship between the
received route information and quality information
obtained when the route information is relayed at the
relaying, and
the relaying includes searching the route information table
by using the selected piece of route information, com-
paring a piece of quality information stored in the route
information table corresponding to the selected piece of
route information and a piece of quality information
obtained when the route information is selected, and
when a difference between qualities is greater than or
equal to a predetermined threshold value, to relay the
selected piece of route information.
3. The route information relay method according to claim
1, the method further comprising:
when the wireless terminal transmits a packet to the second
another wireless terminal connected to the wireless ter-
minal, or when the wireless terminal relays a packet
received from the first another wireless terminal con-
nected to the wireless terminal to the second another
wireless terminal connected to the wireless terminal,
calculating quality information of a route selected to
transmit or relay the packet based on reception condition
of a response packet responding to the packet, and
replacing the quality information stored in the route
information table with the calculated quality informa-
tion, and
the selecting selects route information by comparing the
quality information stored in the route information table
with respect to each of a plurality pieces of received
route information.
4. A wireless terminal comprising:
a communication unit including a wirelessly communi-
cable wireless module;
a memory storing a route information table; and
a processor coupled to the memory, wherein the processor
executes a process comprising:
receiving route information indicating a route through
which a packet is transmitted to a destination wireless
terminal, and included in a packet received from first
another wireless terminal connected to the wireless ter-
minal, and storing the received route information in the
route information table;
obtaining quality information indicating quality of the
route indicated by the route information by the received
route information;
determining, at a predetermined frequency, whether a plu-
rality of pieces of route information which packet des-
tination wireless terminals are same are received based
on the route information table;
comparing a plurality of pieces of quality information of
the plurality of pieces of route information which packet
destination wireless terminals are the same;
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selecting route information corresponding to quality infor-
mation indicating a highest quality among the plurality
of pieces of route information which packet destination
wireless terminals are the same; and
generating a packet including the selected route informa-
tion and relaying the generated packet to second another
wireless terminal connected to the wireless terminal,
wherein
the selecting includes selecting plurality of route infor-
mation for a plurality of the destination wireless ter-
minals, respectively, and
the relaying includes combining the selected plurality of
route information to relay the combined route infor-
mation,
wherein the determining, the comparing, the selecting and
the generating are performed at the predetermined fre-
quency set for the wireless terminal irrespective of
whether the wireless terminal receives a new packet.
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